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a b s t r a c t

Using an observed dataset, we study the changes of surface wind speeds from 1979 to 2016 over the
Northern Hemisphere and their impacts on wind power potential. The results show that surface wind
speeds were decreasing in the past four decades over most regions in the Northern Hemisphere,
including North America, Europe and Asia. In conjunction with decreasing surface wind speeds, the wind
power potential at the typical height of a commercial wind turbine was also declining over the past
decades for most regions in the Northern Hemisphere. Approximately 30%, 50% and 80% of the stations
lost over 30% of the wind power potential since 1979 in North America, Europe and Asia, respectively. In
addition, the evaluation of climate models shows their relatively poor ability to simulate long-term
temporal trends of surface winds, indicating the need for enhancing the process that can improve the
reliability of climate models for wind energy assessments.

© 2018 Elsevier Ltd. All rights reserved.
1. Introduction

Renewable energy contributed more than 19% to global final
energy consumption in 2015 [1]. In the Paris Agreement, as well as
Marrakech Climate Change Conference, renewable energy was a
central topic, for it provides a key component of efforts to mitigate
climate change [2,3]. Of all renewable energy sources presently
used for electricity generation, wind is one of the leaders in terms of
installed generating capacity, only exceeded by hydropower [4]. At
the end of 2016, the global cumulative wind energy installationwas
486.8 GW. In 2016 alone, 54.6 GW was installed worldwide, among
which 23.4 GW were installed in China. By the end of 2016, 29
countries had more than 1000MW installation, including 17 in
Europe, five in Asia-Pacific (China, India, Japan, South Korea and
Australia), three in North America (Canada, Mexico, the United
merical Modeling for Atmo-
titute of Atmospheric Physics,
States), three in Latin America (Brazil, Chile, Uruguay) and one in
Africa (South Africa) [3].

Wind energy is generated by air flow through a wind turbine
and a process to transform the kinetic energy of the air into electric
power. According to the continuity equation of fluid mechanics, the
mass flow rate, through a rotor disc of area A, is a function of air
density r, and air velocity (assumed uniform) U, and is given by [5]:

dm
dt

¼ rUA (1)

The kinetic energy per unit time, or power of the flow is given
by:

P ¼ 1
2
dm
dt

U2 ¼ 1
2
rAU3 (2)

The wind power per unit area, or wind power density is:

E ¼ P
A
¼ 1

2
rU3 (3)
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Nomenclature

Abbreviations
AOGCM Atmosphere-Ocean General Circulation Model
ASOS Automated Surface Observing System
CMA Chinese Meteorological Administration
CMDC China Meteorological Data Service Center
CMIP5 World Climate Research Programme Fifth Coupled.

Model Intercomparison Project
ENSO El Nin~o-Southern Oscillation
ISD Integrated Surface Database
NAO North Atlantic Oscillation
NCEI National Centers for Environmental Information
NOAA National Oceanic and Atmospheric Administration
PDO Pacific Decadal Oscillation
PLI Power law index
QC Quality Control
RMSD Root-Mean-Square Difference

Greek symbols
a Power law index
G Gamma function
k Shape parameter in Weibull distribution
r Density of air, kg=m3

Mathematical symbols
A Area of a rotor, m2

c Scale parameter in Weibull distribution
C Cumulative change in wind speed, %
D Root-Mean-Square Difference
E Wind power density, W=m2

m Mass of air, kg
P Kinetic energy per unit time, W
R Correlation coefficient
Rg Regression function of wind speed time series
t Time, s
U Wind speed, m=s
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It can be assumed that conforms to a probability distribution, for
example, two-parameter Weibull distribution [2]:

FðUÞ ¼ 1� exp
�
�
�
U
c

�k�
(4)

The expectation of wind power density can be expressed as:

E ¼ 1
2
rc3G

�
1þ 3

k

�
(5)

Given that wind power density is the cube of wind speed
(Equation (3)), a small change in wind speed can have substantial
consequences for wind energy resources. In terms of wind elec-
tricity output and grid integration, wind speed variability at a short
time scale, such as diurnal or synoptic variability, is vital and thus
needs to be forecasted. However, when it comes to site selection of
wind farms, variability at longer time scales becomes a major
concern. While there have been a number of papers on this subject,
we focus on long-term temporal trend studies.

Recently, many studies have found that the surface wind speeds
were decreasing in recent decades (termed “stilling” [6]). In North
America, a change of �0.05 ms�1decade�1 was reported in Canada,
while decreases ranging from �0.10 to �0.19 ms�1decade�1 were
reported in the United States [7e9]. In Europe, downward trends
were also found in many countries, such as Germany (�0.01
ms�1decade�1), the Czech Republic (�0.08 ms�1decade�1),
Switzerland (�0.09 ms�1decade�1), France (�0.05 ms�1decade�1)
and Greece (�0.01 ms�1decade�1) [10e14]. Similar circumstances
occur in Asia, where declines in wind speeds were found in Japan
(�0.03 ms�1decade�1), India (�0.27 ms�1decade�1) and P.R. China
(ranging from �0.12 to �0.18 ms�1decade�1) [15e19]. In one study
covering continental areas in the Northern Hemisphere, a decrease
of 5� 15% from 1979 to 2008 was reported [20], suggesting that
stilling is an increasingly common phenomenon in Europe, North
America and Asia. Determining the impact of the stilling on wind
energy resources across the Northern Hemisphere is the first
question we aim to answer in the current study.

Knowing the changes in the past is not sufficient, a study of how
wind energy might evolve over the coming decades becomes
necessary. Future climate evolution depends not only on natural
variability, but also on anthropogenic forcing. The atmosphere-
ocean general circulation model (AOGCM), the primary tool for
the investigation of climate system, is currently able to reproduce
large-scale natural variability such as El Ni~no-Southern Oscillation
(ENSO) [21]. Although future anthropogenic forcing is hard to
predict, possible anthropogenic forcing scenarios were proposed by
the World Climate Research Programme Fifth Coupled Model
Intercomparison Project (CMIP5), a globally coordinated set of
global coupled AOGCMs simulations to project future climate [22].
Simulations of four future scenarios defined by four level of
anthropogenic forcing were performed in the CMIP5 and have
become themost commonly used dataset for climate projections. In
the design of CMIP5, simulations for the historical period are also
included, in order to evaluate the performance of models. Chen
et al. [23] assessed the performance of several CMIP5 models for
reproducing surface wind speeds from 1971 to 2005 over China.
Among the nine models chosen for their study, two of them have a
large bias to the observations in terms of the annual mean wind
speeds, while none exhibits a substantial decline for the historical
period. It raises the basic question in wind energy projection: Are
CMIP5 simulations of surface wind speeds reliable? This is the
second question we aim to answer in this study.

Herein, we analyze changes in surface wind speed by using a
carefully quality-controlled dataset consisting of 1038 stations
covering the globe (mostly the Northern Hemisphere) for 1979 to
2016. Analysis of surface wind speeds from reanalysis datasets (e.g.
NCEP/NCAR, NCEP/DOE, ERA-Interim) is not included in this study,
because previous studies suggest that reanalysis datasets are un-
able to reproduce observed surface wind speed trends [17,20,24]. In
addition, we extrapolate surface wind speeds to the typical height
of a commercial wind turbine (considered as 80m) using an
empirical algorithm, and examine changes inwind power potential
over the past decades. We then conduct a comprehensive evalua-
tion of the simulations for surface wind speeds from 1979 to 2005
from out of the 34 AOGCMs in CMIP5, providing a reference for the
reliability of CMIP5 models for wind energy projection.

2. Data and methods

2.1. Data

Observational wind speed time series are available from two
sources:

1. The Integrated Surface Database (ISD) [25], initiated by



Table 1
Top 10 cumulative wind power capacity by the end of 2016a.

Country MW %Share

P.R. China 168,732 34.7
USA 82,184 16.9
Germany 50,018 10.3
India 28,700 5.9
Spain 23,074 4.7
UK 14,543 3
France 12,066 2.5
Canada 11,900 2.4
Brazil 10,740 2.2
Italy 9257 1.9
Rest of the world 75,576 15.5

Total top 10 411,214 84
World total 486,790 100

a Source: Sawyer and Dyrholm, 2017 [3].
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National Centers for Environmental Information (NCEI), National
Oceanic and Atmospheric Administration (NOAA) in 1998, consists
of global hourly observations compiled from more than 100 sour-
ces. The database includes over 35,000 stations worldwide, of
which 14,000 are currently “active” stations updated daily in the
database. ISD contains 54 quality control (QC) algorithms which
serve to process each of the observations through a series of validity
checks, extreme value checks, internal (within the same observa-
tion) consistency checks, and external (versus another observation
for the same station) consistency checks.

Surface wind speeds from 1979 to 2016 are selected for this
study because the number of stations remained stable since late
1970, whereas the spatial coverage of ISD is much less before the
early 1970s [25]. To ensure the quality of the wind speed time se-
ries, extensive QC processes are conducted and include:

i) Removing stations that were moved from one place to a
distant other place, keeping only the stations with less than
0.02� (about 2 km horizontally) and 20m in elevation relo-
cation, compared to the coordinate of reference time
(January 1, 1979, in this case).

ii) Removing records with inhomogeneity, keeping records that
passed all the QC checks of ISD and rejecting the others. The
remaining hourly records are processed into dailymean data.

iii) Removing stations with large gaps, first, only years with
sufficient coverage (more than 360 days) are kept. If one year
does not fulfill this requirement, it is removed from the data.
Then stations which cover less than 90% of the study period
are removed from the list, i.e. stations covering less than 35
years from 1979 to 2016 are excluded.

2. Dataset of Daily Climate Data from Chinese Surface Stations
(V3.0) (http://data.cma.cn/data/detail/dataCode/SURF_CLI_CHN_
MUL_DAY_V3.0/keywords/v3.0.html), produced by the China
Meteorological Data Service Center (CMDC), Chinese Meteorolog-
ical Administration (CMA), consists of daily values from 824 Chi-
nese surface stations. QC processes of this dataset include extreme
value checks, internal consistency checks, external consistency
checks and manual verification and correction. The surface wind
speed time series for 1979 to 2016 is checked using the extensive
QC processes, as is also the case for ISD.

After QC processes, 785 stations remain in NCEI ISD and 351 in
the CMDC daily surface observation V3.0. The CMDC dataset is
supplementary to NCEI ISD because only 194 Chinese surface sta-
tions are openly available for global meteorological data exchange.
Consistency check between these two datasets is conducted. The
results show that the mean wind speeds for 98 repetitive stations
from two sources are consistent, as are the temporal trends. We
merge these two datasets into one and name the new dataset the
NCEI-CMDC ensemble dataset. The NCEI-CMDC ensemble dataset
consists of 1038 stations, including 351 stations from the CMDC
dataset and 687 stations from NCEI ISD (98 repetitive stations are
excluded).

Surface wind speed simulations are obtained from 34 AOGCMs
in CMIP5. Summary of the models used in this work is listed in
Table 2. Monthly values from historical runs with both natural and
anthropogenic forcing are used in the analyses. It is worthy to note
that surface wind speeds derived from CSIRO-MK3.6 are for a
nominal height of 2m, while surface wind speeds from all other
AOGCMs are outputted at 10m. In order to compare with obser-
vations, we interpolated the monthly model outputs from different
spatial resolutions onto the observed sites of the NCEI-CMDC
ensemble dataset using bilinear interpolation (i.e., a linear inter-
polation function on two-dimensional grids [26]).
2.2. Method

For the trend analysis of the observations and CMIP5 simula-
tions, we compute a first-degree polynomial regression for annual
mean wind speeds using the least square method and conduct
significance test using t-test. The cumulative changes in wind
speeds are computed according to the regression functions:

C ¼ RgðtendÞ � RgðtstartÞ
RgðtstartÞ (6)

We adopt this method instead of directly using values of the
starting and ending year, because the latter approach would inev-
itably introduce interannual variabilities into the analysis, and can
be regarded as noise in this case.

To examine the issues with respect to wind speeds from rela-
tively low to high values, we compute the percentiles using daily
values of each year. The resulting time series are analyzed for trends
using first degree polynomial regression and t-test to determine
whether trends are significant.

In terms of estimating wind power potential, there are typically
two approaches according to existing literatures. One directly uses
the kinetic energy flux formula (Equation (3)) with observed wind
speeds [48,49]. The other employs a wind speed distribution model
with parametric fit to the observational data [50e53]. A common
model used in the second approach is the two parameter Weibull
distribution (see in section 1 (Equation (4) & (5))). The former
approach is chosen for this study, because it can provide a
straightforward answer on how atmospheric stilling impacts wind
energy resources. In order to simplify the discussion, we assume
that air density remains constant. Hence, changes in wind power
potential are proportional to changes in the cube of wind speeds.
The cumulative changes in wind power potential are computed
using Equation (6).

Differences in the spatial fields of wind speeds between CMIP5
models and observations in terms of the standard deviation, the
correlation coefficient and RMSD are computed. The correlation
coefficient is defined by

R ¼
1
N
PN

n¼1

�
fn � f

�
ðrn � rÞ

sf sr
(7)

where f and r are the mean values, and sf and sr are the standard
deviations of spatial fields f and r, respectively. The RMSD is defined
by
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Table 2
Summary of CMIP5 AOGCMs. Monthly surface wind speeds from 34 AOGCMs are included in this study. Atmospheric resolution of each model is expressed in the form of
longitude� latitude grid.

Model name Institute (country) Atmospheric resolution Reference

ACCESS1.0 CSIRO-BOM (Australia) 1.875+� 1:25+ Dix et al., 2013 [27]
ACCESS1.3 CSIRO-BOM (Australia) 1:875+� 1:25+ Dix et al., 2013 [27]
BCC-CSM1.1 BCC-CMA(P.R. China) 2:8+ � 2:8+ Xin et al., 2013 [28]
BCC-CSM1.1(m) BCC-CMA(P.R. China) 160� 320 T106 Liu et al., 2015 [29]
BNU-ESM GCESS(P.R. China) 2:8+�2:8+ Ji et al., 2014 [30]
CanESM2 CCCMA(Canada) 2:8+ � 2:8+ Arora et al., 2011 [31]
CMCC-CESM CMCC(Italy) 3:75+ � 3:75+ Fogli et al., 2009 [32]
CMCC-CM CMCC(Italy) 0:75+ � 0:75+ Fogli et al., 2009 [32]
CMCC-CMS CMCC(Italy) 1.875+�1:875+ Fogli et al., 2009 [32]
CSIRO-Mk3.6.0 CSIRO-QCCCE(Australia) 1.875+�1:875+ Gordon et al., 2010 [33]
FGOALS-s2 LASG-IAP-CAS(P.R. China) 2:81+ � 1:66+ Bao et al., 2013 [34]
GFDL-CM3 NOAA GFDL(USA) 1.875+�1:875+ Griffies et al., 2011 [35]
GFDL-ESM2G NOAA GFDL(USA) 2:5+ � 2+ Dunne et al., 2012 [36],

Dunne et al., 2013 [37]
GFDL-ESM2M NOAA GFDL(USA) 2.5+�2+ Dunne et al., 2012 [36],

Dunne et al., 2013 [37]
GISS-E2-H NASA GISS(USA) 2.5B� 2B Schmidt et al., 2014 [38]
GISS-E2-H-CC NASA GISS(USA) 1+ � 1B Schmidt et al., 2014 [38]
GISS-E2-R NASA GISS(USA) 2.5? � 2B Schmidt et al., 2014 [38]
GISS-E2-R-CC NASA GISS(USA) 1+ � 1B Schmidt et al., 2014 [38]
HadCM3 MOHC(UK) 3:75+ � 2.5B Jones et al., 2003 [39]
HadGEM2-AO MOHC(UK) 1:875+ � 1.25B Collins et al., 2011 [40]
HadGEM2-CC MOHC(UK) 1:875+ � 1.25B Collins et al., 2011 [40]
HadGEM2-ES MOHC(UK) 1:875+ � 1.25B Collins et al., 2011 [40]
INM-CM4 INM(Russia) 2+ � 1.5B Volodin et al., 2010 [41]
IPSL-CM5A-LR IPSL(France) 3:75+ � 1.9B Dufresne et al., 2013 [42]
IPSL-CM5A-MR IPSL(France) 2:5+ � 1.25B Dufresne et al., 2013 [42]
IPSL-CM5B-LR IPSL(France) 3:75+ � 1.9B Dufresne et al., 2013 [42]
MIROC4h MIROC(Japan) 0:56+� 0.56B Sakamoto et al., 2012 [43]
MIROC5 MIROC(Japan) 1:4+ � 1.4B Watanabe et al., 2010 [44]
MIROC-ESM MIROC(Japan) 2:8+ � 2.8B Watanabe et al., 2011 [45]
MIROC-ESM-CHEM MIROC(Japan) 2:8+ � 2.8B Watanabe et al., 2011 [45]
MPI-ESM-LR MPI-M(Germany) 1:8+ � 1.8B Giorgetta et al., 2013 [46]
MPI-ESM-MR MPI-M(Germany) 1:8+� 1.8B Giorgetta et al., 2013 [46]
MPI-ESM-P MPI-M(Germany) 1:8+ � 1.8B Giorgetta et al., 2013 [46]
MRI-CGCM3 MRI(Japan) 320� 160 TL159 Yukimoto et al., 2012 [47]
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D ¼
(
1
N

XN
n¼1

"�
fn � f

�
� ðrn � rÞ

#2)1
2

(8)

HereD is used to quantify differences in the patterns of the fields
f and r, while differences in themean states of the two fields are not
included. The standard deviation, correlation coefficient and RMSD
are computed using climatological mean wind speeds for 1979 to
2005 and summarized using Taylor diagrams [54].
3. Results

3.1. Temporal trends of surface wind speeds

Using the NCEI-CMDC ensemble dataset, we find that wind
speeds at 73% of stations have declined over the past 38 years
(Fig. 1), with 67% being statistically significant (p < 0.01). Since
only a fewobservations were reported in the Southern Hemisphere,
we focus our study on the Northern Hemisphere and divide it into
three regions: North America (20e55BN, 50e140BW), Europe
(30e70BN, 20BW-50BE) and Asia (0e55BN, 50e150BE). In North
America, Europe and Asia, the median wind speed trend
are �0.075, �0.105 and �0.075 ms�1decade�1, respectively, which
correspond to �6.5%, �9.6% and �11.2% changes over the past 38
years. China, in particular, leads the wind power industry in ca-
pacity (Table 1), and has a notable median trend of �0.110
ms�1decade�1 (-17.5% over the past 38 years). Instead of the
average trend, the median trend is employed because it is more
robust, and thus gives a better idea of a typical tendency within the
given area. We also check the average wind speed trends and get
similar results (Table 3).

The wind speed trends vary from a low to high percentile of
wind speeds. Globally, wind speeds exhibit sharper trends in higher
values (Fig. 2 d and Table 4), which is noteworthy because wind
power generation is largely dictated by the upper percentiles of the
wind speed distribution [2]. In Europe, wind speeds exhibit
considerable interannual variability (Fig. 2 a). In terms of linear
trends in wind speed percentiles, low percentile wind speeds show
few trends, while higher wind speeds exhibit sharper downward
trends. The average trend of high speed winds (90th percentile) is
more than twice as large as median speed winds (50th percentile).
This is also the case in Asia where high speed winds slow down
muchmore rapidly thanmedian speed winds (Table 4). Meanwhile,
the interannual variability in Asia is rather slight, and therefore
wind speed variations are dominated by long-term trends. (Fig. 2 c).
In North America, interannual variability appears to be dominant
because of the modest long-term trend in the wind speed time
series (Fig. 2 a). Wind speeds in lower percentiles display a sharper
decline than higher percentiles (Table 4). This might be an artifact
caused by the introduction of the ASOS measurement in the United
States in the early 1990s. The ASOS system reported higher speeds
at the high end and lower speeds at the low end when compared
with the former surface observation system [55].

3.2. Changes in wind power potential over the past decades

The typical height of a modern commercial wind turbine is



Fig. 1. Observed surface wind speed trends. The trends are computed using first degree polynomial regression for annual mean wind speeds from 1979 to 2016, expressed in
ms�1decade�1. The area boundaries and the number of stations for the three regions are, North America: 20e55BN, 50e140BW, 214 stations; Europe: 30e70BN, 20BW-50BE, 224
stations; and Asia: 0e55BN, 50e150BE, 531 stations.
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around 80m while surface wind observations are around 10m. To
obtain reasonable wind power potential assessments, daily mean
wind speeds at the anemometer height are extrapolated to 80m
using the power law [56]:

U2

U1
¼

�
z2
z1

�a

(9)

where U2 and U1 are the mean wind speeds at heights z2 and z1,
respectively. The power law index (PLI) a is an empirically-derived
coefficient depending on such factors as surface roughness and
atmospheric stability. For neutral stable conditions, a is approxi-
mately 0.14, which is widely applicable to low surface roughness
and well-exposed sites. A number of studies pertaining to the wind
Table 3
Summary of observed surface wind speed trends. The temporal trends from previously
Studies listed here are selected due to the relatively large number of stations used in the

Source Location

Wan et al., 2010 [7] Canada (42e71BN,53e136BW)
Pryor and Ledolter, 2010 [9] a the contiguous United States (25e

Vautard et al., 2010 [20] North America (30e75BN,50e170
Present study North America (20e55BN,70e140
Walter et al., 2006 [10] Germany(47e55BN, 6e15BE)
Br�azdil et al., 2009 [11] Czech Republic (48e51BN, 12e19B

McVicar et al., 2010 [13] Switzerland (46e48BN, 6e10BE)
Najac et al., 2011 [12], McVicar et al., 2012 [8] France (43e51BN, 5BW-8BE)
Papaioannou et al., 2011 [14] Greece (35e41BN, 20e28BE)
Vautard et al., 2010 [20] Europe (30e75BN,20BW-40BE)
Present study Europe (30e70BN,20BW-50BE)
Fujibe, 2009 [16] Japan (31e46BN, 129e146BE)
Bandyopadhyay et al., 2009 [15] India (9e34BN, 69e95BE)
Guo et al., 2011 [18] P.R. China (18e54BN,73e135BE)
Yin et al., 2010 [19]
Chen et al., 2013 [17]
Present study
Vautard et al., 2010 [20] Central Asia (30e75BN,40e100BE

Eastern Asia (30e75BN,100e160B

Present study Asia (0e55BN,50e150BE)

a Temporal trends in this study are spatial median values, while all other studies are
b 1 km resolution monthly grid using 73e113 sites per month.
energy climatology use this value [50,57e59]. This value for a is
chosen for our assessments as such. Note that while the quantita-
tive results would be sensitive to the choice of PLI or the non-
neutral stability consideration in Equation (9), the trend assess-
ment, which is the focus of this study, is lesser impacted.

The results show that a reduction in wind power potential oc-
curs inmost of the areas (Fig. 3), as deduced from analysis of section
3.1. There are 59 out of 214 (27.6%) stations in North America that
have lost over 30% of their wind power potential since 1979 (Fig. 4).
Stations located in Wisconsin, Kentucky, Tennessee, Louisiana,
Virginia and Maine in the United States are among those which
appear experienced notable impact. There are also 37 stations
showing considerable growth (over 10%) in wind power potential
(Fig. 4). Those stations are located in Wyoming, Montana, New
published studies are computed by spatially averaging, expressed in ms�1decade�1.
analysis, and because they consider a period similar to the present study.

Number of stations Duration Temporal trends

117 1953e2006 �0.05
49BN,65e125BW) 329 1973e2000 �0.19

291 �0.19
188 1973e2005 �0.10
168 �0.13

BW) 170 1979e2008 �0.07
BW) 214 1979e2016 �0.08

73e113b 1951e2001 �0.01
E) 23 1961e2005 �0.08

25 1983e2006 �0.09
51 1984e2003 �0.05
20 1959e2001 �0.01
276 1979e2008 �0.09
224 1979e2016 �0.105
327 1979e2008 �0.03
133 1971e2002 �0.27
652 1969e2005 �0.18
603 1971e2008 �0.12
540 1971e2007 �0.17
351 1979e2016 �0.13

) 96 1979e2008 �0.16
E) 190 1979e2008 �0.12

531 1979e2016 �0.10

spatial average.



Table 4
Surface wind speed trends for different percentiles. Trends are computed using
first degree polynomial regression for annual wind speed percentiles for the period
1979 to 2016, in ms�1decade�1a. The domain considered for North America, Europe
and Asia is the same as that in Fig. 1, while d)Global considers all the all sites
available in the dataset.

North America Europe Asia Global

5th ¡0.084 0.008 0.028 ¡0.010
10th ¡0.084 �0.006 0.027 ¡0.008
20th ¡0.083 ¡0.028 0.003 ¡0.023
30th ¡0.082 ¡0.049 ¡0.021 ¡0.040
40th ¡0.082 ¡0.071 ¡0.047 ¡0.057
50th ¡0.082 ¡0.093 ¡0.074 ¡0.076
60th ¡0.081 ¡0.114 ¡0.101 ¡0.095
70th ¡0.078 ¡0.141 ¡0.134 ¡0.118
80th ¡0.072 ¡0.171 ¡0.174 ¡0.177
90th ¡0.057 ¡0.218 ¡0.237 ¡0.184
95th �0.040 ¡0.261 ¡0.296 ¡0.222

a Bold values denote that the trends are significant (p < 0.01).

Fig. 2. Percentile wind speed trend. Evolution, as a function of year, of annual percentile for observed surface wind speeds. 5th, 10th - 90th in 10 percentile increment and 95th
percentile are shown. The domain considered for a)North America, b)Europe, c)Asia is the same as in Fig. 1, while d)Global considers all the sites available in the dataset.

Fig. 3. Spatial distribution of cumulative changes in wind power potential. Cum

Q. Tian et al. / Energy 167 (2019) 1224e1235 1229
Mexico, Texas, South Dakota, Nebraska and Florida in the United
States (Fig. 3 a). In Europe, wind power potential in 118 out of 224
(52.7%) stations have decreased bymore than 30%. Meanwhile, only
25 stations have a more than 10% increase (Fig. 4). Stations having
the sharpest reduction are located in the Republic of Belarus, cen-
tral France and Ireland, while stations in northern Italy, western
Switzerland and western Austria show considerable growth(Fig. 3
b). Notably, France and Italy are among the top five countries in
terms of installed wind power capacity in Europe and among the
top 10 in the world [3] (Table 1). Among the 12 stations located on
the African continent, half of them display a 30% decrease in wind
power potential or more, while only two document a 30% increase
or more. There are four out of five stations in Morocco with a sig-
nificant decline, however, the three Tunisian stations show a slight
or even significant increase. One Egyptian station has a remarkable
decrease, while the other shows a slight increase. The remaining
two African continental stations are located in Mauritania and they
ulative changes over a)North America, b)Europe and c)Asia from 1979 to 2016.



Fig. 4. Frequency distribution of cumulative changes in wind power potential.
Cumulative changes in the wind power potential from 1979 to 2016. The domain for
North America, Europe and Asia is the same as that in Fig. 1.

Fig. 5. Seasonal cumulative changes in wind power potential. Computation of cumulative
mean. The three columns correspond to North America, Europe, and Asia. The four season
Winter (Dec, Jan & Feb) patterns are shown in the four rows for each of the continents.
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both exhibit a considerable decrease in wind power potential.
Remarkable alterations occur in Asia, where 65.0% of the stations
show more than a 30% decrease with 50.5% with more than a 50%
decrease (Fig. 4). Since most of the accessible stationary observa-
tions in Asiawere collected in three of the leading countries inwind
energy generation (P.R. China, India and Japan: see Table 1), we
focus our discussion on these three countries. There are 276 out of
351 (78.6%) stations in China that lost more than 30% of their wind
power potential over the past decades. A significant decrease in
wind power potential occurs in the northwest and northeast re-
gions of China, whereas stations with an increase in wind power
potential are scattered around the central and southeast coast
(Fig. 3 c). For all 10 Indian stations included in the study, nine have a
considerable decrease in wind energy resource with a median
change of �70%. This result is remarkable but reasonable consid-
ering an extreme trend of �0.27 ms�1decade�1 was reported in
India using observations for 1971e2002 derived from 133 stations
(Table 3). Nevertheless, Japan seems to be an exception in this
widespread stilling, where an increase inwind power potential was
discovered in almost half of the stations (51 out of 103), most of
which are located in Hokkaido, and the northern and western
coastal of Honshu (Fig. 3 c).
changes is the same as in Fig. 3, except using seasonal mean values rather than annual
s: Spring (Mar, Apr & May), Summer (Jun, Jul & Aug.), Autumn (Sept, Oct & Nov), and



Table 5
CMIP5 historical simulations of surface winds. The spatial median speeds corre-
sponding to everymodel are computed using temporalmean speeds for 1979e2005,
in ms�1, and the spatial median trends are computed using temporal trends for
1979e2005, expressed in ms�1decade�1. The heights are vertical coordinates of
model outputs, expressed in m.

Indicator Model Name Height Median speed Median trenda

B ACCESS1.0 10 2.99 �1.18
C ACCESS1.3 10 3.32 �6.44
D BCC-CSM1.1 10 4.92 12.0
E BCC-CSM1.1(m) 10 4.39 5.71
F BNU-ESM 10 4.391 �7.26
G CanESM2 10 4.98 2.75
H CMCC-CESM 10 3.65 5.88
I CMCC-CM 10 3.52 �8.08
J CMCC-CMS 10 3.56 �8.55
K CSIRO-Mk3.6.0 2 2.02 �8.57
L FGOALS-s2 10 3.84 16.0
M GFDL-CM3 10 3.34 3.28
N GFDL-ESM2G 10 3.31 �4.82
O GFDL-ESM2M 10 3.16 3.03
P GISS-E2-H 10 3.20 �9.02
Q GISS-E2-H-CC 10 3.18 �6.08
R GISS-E2-R 10 3.35 �4.63
S GISS-E2-R-CC 10 3.34 �7.94
T HadCM3 10 3.87 �3.74
U HadGEM2-AO 10 2.95 �5.10
V HadGEM2-CC 10 2.91 3.41
W HadGEM2-ES 10 2.91 �14.0
X INM-CM4 10 3.61 8.32
Y IPSL-CM5A-LR 10 3.27 10.0
Z IPSL-CM5A-MR 10 3.30 �5.66
a IPSL-CM5B-LR 10 3.48 �5.81
b MIROC4h 10 2.70 �1.60
c MIROC5 10 3.51 �27.0
d MIROC-ESM 10 3.30 �9.25
e MIROC-ESM-CHEM 10 3.36 �10.0
f MPI-ESM-LR 10 3.94 20.0
g MPI-ESM-MR 10 3.91 1.70
h MPI-ESM-P 10 3.84 13.0
i MRI-CGCM3 10 3.27 12.0
A Observation 10 3.40 ¡95.0

a All median trends have been multiplied by 104.
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Since wind power potential varies greatly among seasons, it is
necessary to examine seasonal changes and their differences. The
results show that a widespread decline in wind power potential
appears for all seasons in the Northern Hemisphere (Fig. 5), with
the comparable magnitude. The largest median decrease rate oc-
curs in the seasonwith the largest medianwind power potential in
Asia (spring), as well as in North America (winter). In northwest
region of China, the strongest decline occurs in the spring (Fig. 5 i-l).
Since spring is also the season with the largest meanwind speed in
China [18], it can have a substantial impact on Chinese wind energy
generation. In Texas, the leading state in the wind energy industry
in terms of installed capacity in the United States, wind power
potential declines more rapidly in the autumn and winter (Fig. 5 a-
d). However, the largest median decrease rate in Europe occurs in
the autumn (the season with the 3rd largest median wind power
potential) exceeded by winter and spring. In Germany, the largest
wind energy generating country in Europe, downward trends are
sharper in the autumn and winter, during which hardly any regions
have a considerable increase (Fig. 5 e-h).
3.3. Evaluation of CMIP5 simulations on surface wind speeds

The most straightforward approach to evaluate model perfor-
mances is by comparing simulated quantities with corresponding
observationally-based estimates [60]. Herein, CMIP5 simulations of
surface wind speeds for 1979 to 2005 over the Northern
Hemisphere are quantified and compared with the observations. In
order to evaluate model simulations on wind speed climatology,
the spatial median value for every model is computed using
climatological meanwind speeds. The results show that among the
34 models included in this study, 14 of them are highly consistent
(the difference in median values being less than 0.17 ms�1, which
account for 5% of the observations) with the observation. However,
there are 6 models that exhibit a large bias (the difference in me-
dian values being more than 0.7 ms�1, accounting for 20% of the
observations): MIROC4h, CSIRO-Mk3.6.0, BCC-CSM1.1, BNU-ESM,
BCC-CSM1.1(m) and CanESM2 (Table 5). It is worthy to note that
surface wind speeds of CSIRO-Mk3.6.0 are reported at 2m, while
for all other models, they are obtained at 10m.

In terms of long-term trends, 18 out of 28 models (those with a
large bias in median wind speed, i.e., BCC-CMS1.1, BCC-CMS1.1(m),
BNU-ESM, CanESM2, CSIRO-Mk3.6.0 and MIROC4h are excluded)
exhibit negative median trends while the other 10 models exhibit
positive values as shown in Fig. 6. Unfortunately, none of the
AOGCM-simulated median wind speed trends are of the same
magnitude as the observational value (Table 5). Even for the model
with the sharpest decline: MIROC5, the rate of change is less than
30% of the observation. A similar conclusion can be drawn in
anomalies (Fig. 7), indicating that the CMIP5models included in the
study have a challenge in simulating long-term changes in wind
speeds. Another study [61] analyzing the CMIP3 results, it was re-
ported that those models also perform poorly in terms of climate
models' ability to reproduce recent trend in the observations.

The standard deviation, correlation coefficient and RMSD of
model simulations for climatological mean states from 1979 to
2005 are computed and summarized in Fig. 8. The results show that
wind speeds from a number of models correlated well with the
observations of spatial patterns (e.g., ACCESS1.0, CanESM2, CMCC-
CM and HadGEM2-ES), while some other model outputs are
poorly correlated with observed wind speeds (e.g. FGOALS-s2 and
BCC-CSM1.1(m)). The correlation coefficients between model sim-
ulations and observation are mostly between 0.3 and 0.6 with 13
values larger than 0.5. As for RMSD, most of the models (24 out of
34) range from 1 to 1.5. ACCESS1.0, CanESM2, CMCC-CM and GFDL-
ESM2G are the models with relatively small values, suggesting that
they are the ones most similar in pattern to the observations.
However, the RMSD values for MIROC-ESM andMIROC-ESM-CHEM
are far larger than the other models (see Fig. 8), indicating modest
performance in reproducing wind speed patterns for the historical
period.

4. Conclusion and discussion

Wind energy is one of the most commonly used renewable
energy around the world and is hugely beneficial to climate change
mitigation. A comprehensive analysis on changes of wind power
potential in recent decades is conducted in the current study, with
the propose of addressing concerns regarding the possible impact
of atmospheric stilling on wind energy resources. Unlike most
previous studies focusing on a regional domain, this study conduct
analysis on a hemisphere scale covering North America, Europe and
Asia.

The results from analysis of observational surface wind speeds
reemphasize that atmospheric stilling is a widespread and poten-
tially global phenomenon. Among the three continents included in
this study, the decline in Asia is much sharper compared to North
America and Europe. In terms of wind speed percentiles, strong
winds decline faster than weak winds in Asia and Europe, while in
North America, weak winds exceed strong winds in decline ratio.

Consistent with the decrease of surface wind speeds, the wind
power potential was also decreasing in most regions of the



Fig. 7. Evolution of CMIP5 simulated surface wind speed anomalies. Same as Fig. 6 b), but for surface wind speed anomalies.

Fig. 6. Evolution of CMIP5 simulated surface wind speeds. a) Evolution, as a function of year, of median values of surface wind speeds simulated by 28 AOGCMs in CMIP5. b)
Trendline for the surface wind speeds. 17 models exhibit downward trends while the remaining models show upward trends. Evolution of the median values for the observation
winds are also shown.
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Northern Hemisphere in the past decades. Around one third of the
stations in North America, have experienced a huge decrease (over
30%) in wind power potential while over half of the stations in
Europe and around four-fifths in Asia have the same magnitude of
decrease. For China, the country with the largest installed wind
energy capacity, regions which have a considerable decrease are
mainly regions with abundant wind energy resources and where a
number of gigantic commercial wind farms were built. Changes in



Fig. 8. Taylor diagram of CMIP5 simulated surface wind speeds. Each of the 35
letters denotes a 1979e2005 temporal mean surface wind field, among which A de-
notes the observation while B-Z and a-i denotes each of the 34 model simulation field.
The letters correspond to the models listed in Table 5. The radial distance from the
origin is proportional to the standard deviation of a surface wind climatology. The
RMSD between the model (shown by arcs) and the observation fields are proportional
to their distance. The correlation between the model simulation and observation fields
are given by the azimuthal position of the model simulation fields. So for example,
point ’d’ indicates MIROC-ESM model. Whose RMSD is close to 2, and correlation co-
efficient is between 0.3 and 0.4m with standard deviation of wind speed between 1.5
and 2 m=s.
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all four seasons are of the similar magnitude despite the large
differences in their mean states. For Asia and North America, the
sharpest decrease appears along with the largest meanwind power
potential. However, this is not the case for Europe, where the
sharpest decrease in wind power potential appears in the autumn,
while the largest mean value occurs in the winter.

We evaluated the skill of the CMIP5 models in simulating the
changes in surface wind speeds. No model could replicate the
Northern Hemisphere median long-term trends of surface wind
speeds. Model outputted wind speeds exhibit either a slight in-
crease or a slight decrease in recent decades, in contrast to a sig-
nificant decline in the observations. The pattern of climatological
wind speeds in CMIP5 simulations is also not consistent with the
observations compared to the surface temperature simulation [62].
Thus the CMIP5 simulations of the changes in surface wind speeds
should be used with considerable caution and likely not reliable.
Hence, wind energy projections based on CMIP5 surface wind
speed simulations should also be usedwith careful consideration to
the model performance.

It is worthy to note that historical wind speed trends cannot be
simply interpreted as a likely future outcome since wind speed
trends are subject to complicated internal variability and external
forcings. Large-scale climate modes of variability, such as the ENSO,
Pacific Decadal Oscillation (PDO) and North Atlantic Oscillation
(NAO) have a large impact on regional or global climate [63e65].
These internal climate modes maymanifest as large-scale temporal
trends inwind climate [66], but how theywill evolve in the future is
still uncertain. There are also meso (regional) scale land changes
that can affect the surface roughness and winds. Therefore, it is a
challenge to project a future scenario using historical records.

There remain continuing uncertainties associated with the
coverage of surface wind observations and the vertical extrapola-
tion algorithm. Although data from more than 1000 surface sta-
tions have been included, there are still places with limited
coverage of our analysis in places such as Africa, the Middle East
and also high latitude Asia and North America (see Fig. 1). These
places either have a lack of surface stations or their observation
records did not qualify for our climatological study. Therefore, un-
certainties remain in the tropical and polar regions. The extrapo-
lation algorithm we adopt, namely the power law, is a empirical
wind speed profile and the index varies from different terrains and
wind speeds. Although long-term trends are less sensitive to the
choice of profile power law term, they might still have been
amplified or diminished. We tested a sample with two values
PLI¼ 0.14 (as used in this study) and an exaggerated value of
PLI¼ 0.25. The corresponding trends were nearly identical with
some extreme wind values exhibiting difference if any.

Overall, the study finds systematic wind “stilling” in many parts
of the Northern Hemisphere. The climate models have high un-
certainty in their ability to simulate the surface winds. This chal-
lenge should be addressed by better boundary layer, land-
atmosphere interaction considerations. Tests are also needed
regarding difference vertical scaling approaches for wind profiles.
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